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Josselin Garnier and Knut Sølna

approach

Understanding price dynamics over various 

scales and how they change with time.

In finance,  a follow-up of Mandelbrot fractional 

Brownian motion.

Relating auto-correlation of returns in [-1,1] to 

the Hurst exponent  in [0,1].



So far

The analysis is:

1. Continous time

2. Univariate

3. Stationary



Extensions

Garnier and Sølna

Macroeconomics (short run):

Stabilization policy, Monetary 

policy

Continuous time, large sample,

large number of observations

Discrete time, short sample 

N=60 for a regime, with 

quarterly data

Univariate: exogenous 

autocorrelation changes

Bivariate: endogenous auto-

correlation changes due to 

feedback-rule equation

Stationary time series Some regimes where data are 

non-stationary with bubbles 

and crashes



From financial market data to 

monetary policy (macroeconomics)

1. Data are at monthly (inflation) or quarterly 
frequency  (Gross domestric product): closer 
to discrete time than to continuous time with 
intraday or daily data for finance.

Does the frequency of measurement matter? 
Does discrete time versus continuous time 
matter in the analysis?



Endogenous auto-correlation breaks

(exogenous correlation faces

the Lucas critique (1976))

2. Inflation dynamics depend on two equations: 

a propagation mechanism and a feedback rule 

(for example, the Taylor rule). A regime change 

may be endogenous with positive-feedback 

passive policy versus negative-feedback active 

policy.



3. Bubbles versus quiet periods

Sometimes bubble, boom and crash regimes  do 
not reject the unit root tests, for the auto-
correlation = non-stationarity univariate time series. 

In addition, bivariate correlations may change due 
to contagion during a crisis.

Other periods may lead to stationary time series 
variables. Quiet period regimes are sometimes 
related to stationary time series. 



7 periods (inflation, federal funds rate, 

output gap)

1960-1972: auto-correlation (0.9, 0.9, 0.9).

1972-1979: (infl, output gap): +0.2

1985-2006: auto-correlations (0.6, 0.98, 0.96)

infl/gap: 0, (output gap, fyff): +0.5; 

before 1991: (inflation, fyff)  0.4

1991-2006: (inflation, fyff): -0.2. 

2007-2018: Auto-correlation of inflation = zero, 
auto-correlation of the Fed funds rate > 0.98



Adam Smith (1776)



We estimated ρ, BUT closed-loop ρ= A+BF is

subject to the Lucas critique (1976)





Fuhrer (2009), ECB working paper

Handbook of Monetary Economics









1st order single input (interest rate, policy 

instrument), single output (inflation, policy target = 

inflation targeting: only one target)

(1) State law of motion, propagation mechanism 

in deviation from the equilibrium, which is 

detrended: 

π(t+1) = A π(t) + B i(t).

(2) Feedback rule: i(t) = F π(t)

ONLY ONE DYNAMIC EQUATION WITH ONLY 

ONE EIGENVALUE

π(t+1) = (A+BF) π(t).



Auto-correlation of inflation falls =

Volcker and Taylor principle effect

Auto-regression = closed-loop: B<0

π(t+1) = (A + BF) π(t)

ASSUME: A=1-B: effect of the real interest rate.

π(t+1) = π(t) + B (i(t) - π(t))

F>1 larger Volcker–Greenspan (negative feedback) 
than (1979-2006)

F<1 before 1979 Volcker (positive feedback)

(A + BF) Volcker–Greenspan <1< A+BF before 
Volcker (exploding inflation of the 1970s) 



A brown + BF blue =

A+BF auto-correlation



Taylor principle F (dark red) > 1

F should be positive, but 1992-2006?

B is blue, A is pink



Using estimates

One finds the relation between the simple 

correlation bivariate parameter and the 

estimates A+BF

ρ = 0.6 = A + B F  = 0.3 + 0.2 * 1.5 = 0.3 + 0.3

B>0 and F>0 instead of B<0 and F>0.

BF is positive = it is “adding” auto-correlation as 

with a positive feedback. 



Increasing the variance of the Fed 

funds rate (1979-1982) increases F>1



Check: variance of Fed funds rate



F=r*s(i)/s(pi)



Exogenous univariate auto-correlation

versus endogenous bivariate

feedback correlation



BF>0, A<A+BF<1



On the same line, a cross-correlation 

does not change signs.



Cf. supply and demand

B < 0: victory of the transmission mechanism

F < 0: defeat of the feedback-rule intuition

B > 0: defeat of the transmission mechanism 

intuition

F > 0, F > 1: victory of the feedback-rule intuition



(1) State law of motion, propagation mechanism in 
deviation from the equilibrium, which is 
detrended: 

π(t+1) = A π(t) + B i(t).

(2) Feedback rule: i(t) = F π(t)

Negative-feedback sign restrictions: B<0, F>0

BUT: Cov(π(t+1), i(t))<0 and cov(i(t), π(t))>0

Sign flip of one period ahead, cross-correlation 
very unlikely! 





q = a1 + b1p + c1 y + u1 demand function b1<0

q = a2 + b2p + c2 R + u2 supply function b2>0



A thorny negative-feedback 

identification issue 

Identification issue: One needs a variable that matters in
one of the equations but not the other one.

Feedback rule: all the indicators (regressors) of the
drivers of inflation may be taken into account by Central
Banks (why would they omit one observable indicator?).

With a single inflation targeting mandate, there are no
outside variables.

A dual or triple mandate (output gap, financial stability)
may leave open additional components besides drivers of
inflation in the policy rule = potential for identification (if
no coincidence).


